Advanced Data Science

Topic 11b - Part 4

1. What We'll Cover

“This topic willintroduce...

* Whatis data science.
Key concepts - the scientific method.
* Useful terminology.

* Important tools - Statistics.
* Data collection & Experiment Design.

« Probability basi
* Datadistributions.
* Hypothesis testing.

The aim: to help you understand what it
means to be a data scientist and to get you
familiar with data science tools

b

2. Probability

Studying probability helps us understand randomness in data.
We often think about randomness in terms of random variables.
To understand probability we first think a little about it's nature.
Just because somethingis probable, does not mean it will happe

0.16666666.
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3. Probability Basics

Probability
explained

& Khan Academy

4, Disjoint or Mutually Exclusive

During our first die Outcome  Outcome.
e e

considered a ype of probabilis “Even”

s an independent
Independent
vents

y to say this
clusive whi
P

not get an odd and an
even number during a dice roll - there G

only one die and therefore 1 disjoint “0dd"

outcome odd

The outcome “roll a six and get an even 3 ] s " | oependent
number” are not disjoint events - these can

both happen with a roll of the dice.

5. Probability Notation

P means the probability.

We express probabilities using notation
Atfirst this notation can appear confusing. | promise it is
relatively straightforward - notation is just representing.
numbers that you can do basic math with.

An upper case P can be read as “the Probability”.

Usually probability refers to some outcome or event. To show. a
[t n index such as £ Pg = = =0.166666
We can see that probabilities can be described as fractions, N

Py means the probability of event i occurring.

s probability of rolling a 6 then,

or as decimal numbers.
Sometimes we may see probabilities written like P(Evenz). T R e CEat
Here “Event” is a placeholder for any event we can think off. of “Event” occurring.

il use this notation from now on, as it’s easier for teaching.

Teaching Notation ——> P(Roll a 6) = = 0.16666
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6. Probability Notation — Not (—

3
P(Roll a odd number) = 2 =0.5 vs. P(4) =

We may also use variables to represent
probabilities or events ~ makes the notation 1f 4= prob. of rolling an odd number
easier tointerpret. and B = prob. of rolling an even number
For example, we could use the letter A to

represent “Roll a odd number”. [—

Using variables makes things more concise.

There are operators you should know about too.

First there is the “not” operator represented by

the symbol: -
Not is used to negate the probability of an event
happening.

The sum of probabilites for all events should
always add up to 1.

7. Probability Notation — AND & OR

For dependent events, we can describe the probability of all outcomes occurring, or just one of many
occurring.

We can do this using notation for logical AND (A). & logical OR (V).

For example, we can define the probability of rolling a 6 and an even number, or the probability of
rolling a number divisible by 2 or 3.

1f A= probability of roling a 6 and 1f € = probability of rolling a number divisible by 2

robabilty of rolling an even number robability of rolling a number divisible by 3

D

8. Notation Recap — Dependent Events

Pa) P(=4) P(A 7 -B) P(aA v

P(=A A~B)

P v P(-A v B)

P(@A A B) B)

Shaded regions
represent events
that oceur —
events here are
not independent!




9. Tree diagrams
W W
0,25 %0.4286 % 0.3333
—0.007142857 =~ 0.710%

P(¥) = Prob. Picking Yellow
P(B) = Prob. Picking Blue
P(W) = Prob. Picking White

10. Probability Rules

Addition rule - disjoint outcomes Multiplication rule - disjoint outcomes

A ) = ) ) P(A AB) = P(A) x P(B)

A) = P(A) + .. + P(Ay) P(4; AA,) =

ven die on roll 1and

A= Even die roll and dd die roll on roll 2
B = odd die roll

P)=0.5 P(B) =0

P( A B)

11. Probability Rules

Addition rule - any outcomes Complement rule

P(4 VB) = P(4) + P(B) - P(A AB) ROASCGOR

Probability that at least A or B occurs

1A= Even die roll+
dd die roll

e (4) + P(~4) = 0.5+ 0,

D=Rolling a6

P(C VD) = 0.5 +0.166 - ~(0.166

13/12/2019
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12. Probability Rules

Addition rule - disjoint outcomes

Addition rule
for probability

& Khan Axedemy

12. Probability Rules

Multiplication rule - disjoint outcomes

13. Conditional Probability

A given that B happened pa B = PALE)
iven that RATAE
given that B happene | P(B)

Read “|” symbol as meaning “given”

3

6
21428571428
1.4%

Probability of sequence

Probability of Blue given that white picked.

0.5 x 0.42857142857 _ 0.214285714285
0.42857142857
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L 14. Practical Example

Suppose we are government data scientists, put in

charge of guiding policy based on data

We're given data describing drug use by students veee 125 _ 6 28089887
and their parents. 5

We form a contingency table using the data.

It shows the number of parents who used drugs in

the past, and students actively using drugs now.

Parents Used
Parents @0
Used | Not
Uses | 125 T34
Not | 85 | 141
Total | 210 | 235 Non-users
032

Student

Contingency Table

b, A

Tiga B
I ;
15. Practical Example

Astudent who doesrt use drugs i chosen at randorn
What s the chance that atleast one of her parents used Toru
drug in the past?
'We can use the conditional probability rule - or look a the 219

le.

~

contingency tabl Student

ot 226
A =Parent Used Total 235 | ass
B = Student Uses

Contingency Table

219
P(B) == =0.492=49.2
15

Parents Used

19
01 fo2s

o4
= =0.21=21%

Non-users 021
032

Student Uses

4t

16. Rules Summary

Addition rule - disjoint outcomes

P(A v B) = P() + P(B)

Student
Multiplication rule - disjoint o

P(4 AB) = P(4) x P(B) Total | 210 | 235
Addition rule - any outcomes Py Contingency Table
VB) = P(4) + P(B) — P(A AB) B = Student Uses

Complement rule

)R Lot's of questions we can now.
ask and answer using probability

= Non-users 021
Conditional Probability rule les! o

Student Uses
P By = PALE)
A= "p¢

o
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17. Conditional Probability - Review

18. Marginal vs Joint

Marginal probability - Joint Probability
the probability of just TR

one outcome occurring Joint probability — the
(over exactly one probability of two

variable). outcomes occurring
(over two or more
variables).

Non-users

Marginal Probability
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19. Inverting Probabilities _'_"-

Sometimes we have data describing a specific situation
that doesn't quite suit our purposes.

+) 0.0035%9.89 . Suppose patients are being studied during a medical trial
o031z We see that the disease i very rare - there is an ~99.7%
— chance that an arbitrary patient doesn't have the disease.
00035 ) 0.0035x0.11 * Theaim of the trialis to determine how effective a

= 0.00038 procedme Mmdummgm disease.
1ll patients - 89% chance they test +.
o m Dauen(s 11% chance they test

Healthy patients - 7% chance they test +.

+) 0.9965 % 0.07
Healthy patients - 93% chance they test
0.06976 4 Y

No liness,

0.9965
Likelihood of a person testing positive or negative:

P(ill patient testing +)
) 0995 x0.93 P(ill patient testing-)

P(healthy patient testing +) = 6.976%.
P(healthy patient testing -) = 92.675;

20. Inverting Probabilities

PUll | tests postive) ?

089 0.0035 x 0.89 Sounds ok so far — but what if | want to ask a
= 0.00312 different question. | want to ask ~ what s the
i e L T
Hiness,0.0035 We can invert the prol tree to ask this
0.0035 x 0.11 avestion. Al the T except
SCCIED t complicated.
The peobalty o+ petton g sk,
being ll, s actually just 4% - so how did |
0.9965 x0.07 IR
Nollness, 0.9965 Z0.06976 1 used our final rule from probability theory to
compute the likelihood — this rule is called
Bayes Theorem.

0.9965 % 0.93
=0.92675

21. Bayes Theorem

This simple theorem et’s us compute conditional
probabiltiesin an easy way. 2
. \nvervﬂﬂwer!ul it actually forms the basis for a number P(B|A) P(B r4)
learning based systems. PA)
- Whatdoes ey

The probability of A giventhat B has happened, is equal to
the probability of 5 given hat A has happened, multiplied
by the probability of 4, all divided by the probability of B.

Expands to.

P(B|A) X P(4)
P(B)

- Itisunlikly that this will make sense just by looking a t
" We.ancxpand it st makes mre e, but €551 ot P(A|B)
04

- Solebs use it to answer the question we posed onthe last
slide
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22. Bayes Theo

o
PB|4) P(B NA) IfP(BAA)=0.5 =
) ANDif P = 0.8
liness,0.0035 - -~ Then P(BIA) = 0.625
ovide | o) pen =05
P—
P(A|B) =

P(B|A) x —
P(A|B) = % Multiplcative

23. Bayes Theo

P(B|A)
P(A) 0.89 N P(B A A)=0.89 x0.0035 =0.00312 =0.312%
p— a1 ) < PEAD
A1B)= 55" mumersr
denominator
P(B) =P(BAA)+P(BA-A)

+testand Il

P(B| A)+P(~4) X P(B|-4)
7.288¢

P(B) = P(A) x
X 0.89 +0.9965 x 0.07 = 0.072;

00035

A = Patient has illness
= Positive test

24. Bayes Theorem

P(B) = 0.07288

P(B AA)
P(A|B) = P(B) P(B AA) =0.00312

Hliness, 0.0035

0.00312

P(4|B) = 0.07288




25. Bayes Theorem
P(B|A) x P(A)

P(A| B) PB)

L
BAYES'’ /H/ £)
THEOREM

26. Probability/ Data distributi

Normal /
Gaussian
Distribution

<

Ways togeta

:

27. Continuous distributions

Normal / Gaussian
Distribution

13/12/2019
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28. Continuous distributions

29. Bayes Theorem

P(B |4) x P(4)

30. Checkpoint

We've reached another checkpoint. Let’s recap what we've introduced so far.

The nature of probability.

Different types of probabilistic event.

Probability notation.

How to define events and express them happening independently or together.
Tree-diagrams.

The rules of probability.

Conditional probability.

Data distributions.

This puts you in a great place to tackle our next topic ~ hypothesis testing

11



